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ABSTRACT
Wireless capsule endoscope (WCE) provides a noninvasive method to examine the entire gastrointestinal (GI) tract including small intestine, which other video endoscopic instruments cannot reach. Since the shape of small intestine is extremely complex and the length of small intestine varies from 5 to 9 meters, localization of the WCE inside the small intestine is very challenging. Traditional radio frequency (RF) localization techniques using the received signal strength (RSS) are not able to provide satisfactory location information of the capsule inside the small intestine. In this paper, we present a hybrid localization technique that takes advantage of data fusion from image sequence captured by the WCE’s embedded camera and the RSS of the RF signal emitted by the capsule to enhance the positioning accuracy. The proposed method estimates the speed and direction of movement of the capsule by analyzing displacements of feature points between consecutive image frames and this motion information is integrated with RSS measurements by employing a Kalman filter to smooth the RF localization results. Performance of the proposed method is validated under a virtual testbed that emulates the transition of capsule inside small intestine against the traditional RSS-based RF localization.
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1. INTRODUCTION
Wireless capsule endoscopy (WCE) [1] is progressively emerging as a popular non-invasive imaging tool for gastrointestinal (GI) tract diagnosis. Compared with the traditional colonoscope or enteroscope, WCE has the capability of examining the entire small intestine, which other endoscopic instruments can not reach. However, since the length of small intestine is too long (varies from 5m to 9m [2]) and it is twisted inside the abdominal cavity with extremely indistinguishable distribution, the localization of the capsule inside small intestine becomes very challenging, which prevents physicians from administering immediate therapeutic operations after an abnormality is found by the video source. Thus, having a precise and reliable localization system for the capsule inside the small intestine would greatly enhance the benefits of WCE.

During the past few years, many attempts have been made to develop accurate and reliable localization systems for the WCE [3, 4]. A commonly used localization infrastructure, which has been chosen for commercial use for M2A capsule [5] designed by Given Imaging, is to attach many calibrated external antennas to the anterior abdominal wall of the human body to detect the RF signal emitted by the wireless capsule [6]. By interpreting the power of the received signal into distance between the capsule and body mounted sensor array, position of the capsule can be estimated by pattern matching algorithms such as least square algorithm [7] and maximum likelihood algorithm [8]. However, due to the non-homogeneity and severe attenuation of body tissues, features of the received signal are sometimes poorly correlated with the distance. Therefore, this RF localization system often end up providing discontinuous and scattered estimations with unacceptable amount of error [3].

One way to enhance the performance of RF localization is to combine the motion information of the capsule by employing a data fusion algorithm such like Kalman filter or particle filter [2]. In the localization literature, there has been a trend to extract motion parameters from image sequence to improve the accuracy of RF localization. This class of algorithms is known as video based simultaneous localization and mapping (SLAM) algorithms [9]. In the WCE application, since the endoscopic capsule continually takes pictures
with very short time interval (two frames/sec), it is possible to reconstruct motion information of the capsule from video stream [10]. In this paper, we present a hybrid localization technique that is able to extract speed and moving direction of the endoscopic capsule from endoscopic image frames to aid the RF localization. The major contribution of this paper is that we explored the potential of using images as another source to track the position of WCE and we established a virtual platform to validate our algorithm.

The rest of the paper is organized as follows: In section II, we explain how to track the motion of the capsule based on the image sequence captured by the endoscopic camera. Section III describes how to integrate the motion information extracted from images with RF measurements using a Kalman filter to enhance the localization accuracy. In section IV, performance of the proposed hybrid localization algorithm is validated using a virtual testbed against the traditional RF localization algorithm. Finally, conclusion and future work are addressed in section V.

2. MOTION TRACKING USING IMAGES

Since the endoscopic capsule continuously takes pictures at two frames/sec as it travels, it’s possible to obtain information such as how far the capsule has moved and the direction of movement by analyzing the displacements of unique portion of the scene, which referred to as feature points (FPs), between consecutive image frames. According to the literature [11, 12] and our previous works [13, 14], more FPs can be accurately detected by the Affine Scale-invariant Feature Transform (ASIFT) algorithm [15] compared to other algorithms. An example of feature matching result is given in Fig. 1. "o" represents the coordinates of detected FPs in the reference (first) frame, "*" represent the coordinates of matched FPs on the second frame. If we connect the corresponded FP pairs on the same frame, a bunch of motion vectors will be generated representing the displacements of FPs between frames. The magnitudes and distribution of these motion vectors reflect the motions such as speed and direction of moving of the endoscopic capsule during the elapsed time interval.

2.1 Image “Unrolling” for Motion Detection

To standardize the displacement of each FP pair and facilitate the quantitative calculations of motion parameters that are useful for localization, we need to perform an inverse cylindrical projection [16] (also referred as “image unrolling” in [17]) (shown in Fig. 2) to project the original cylindrical image onto a flatten view coordinate system, which we called “unrolled” image domain. Given a FP $P$ at distance $d$ away from the camera, the angular depth of $P$ is defined as:

$$\theta = \tan^{-1} \left( \frac{R}{d} \right)$$  

where $R$ represents the radius of the intestinal tube. It can be seen from Eq. 1 that a smaller angular depth indicates a larger distance away from the camera. To facilitate the derivation of angler depth, we map the coordinate $(x, y)$ of any point on the cylindrical image domain to the unrolled image domain $(x', y')$ by:

$$x' = \frac{L \phi}{2\pi}, \quad y' = r$$

Figure 1: Feature points used for motion detection

Figure 2: The process of ”unrolling” the cylindrical image
where \( \phi \) is the angle between point \( P \) and the horizontal axis in the cylindrical image domain (shown in Fig. 2 (a)).

\[
\phi = \tan^{-1}\left( \frac{y - y_0}{x - x_0} \right) \tag{3}
\]

\( r \) is the radius of the circular ring associated with point \( P \) that can be calculated by:

\[
r = \sqrt{(x - x_0)^2 + (y - y_0)^2}. \tag{4}
\]

\( L \) and \( H \) are the length and the height of the unrolled image domain respectively. \( \eta \) is the field of view. Under this new coordinate system, the angular depth of any point \( P \) can be calculated directly through its \( y' \) value by:

\[
\theta \equiv \left( \frac{y'}{H} \right) \eta \tag{5}
\]

### 2.2 Quantitive Calculation of Speed and Direction of Motion

#### 2.2.1 Estimation on Speed

As mentioned in previous sections, motions of a video capsule can be detected by measuring the displacements of the FPs. To explain better, we use Fig. 3 to illustrate the procedure of calculating the transition speed of a capsule traveling through the intestinal tube. Point \( P \) is a FP detected at a distance \( D \) from the initial position of the camera \( C \) with its angular depth equals to \( \theta_1 \). After the camera has moved forward by a distance \( d \) to a new position \( C' \), the angular depth of \( P \) changes to \( \theta_2 \). The changes in angular depth can be used to calculate the transition speed of the capsule.

\[
\theta_1 = \tan^{-1} \frac{R}{D} \implies D = \frac{R}{\tan \theta_1} \tag{6}
\]

\[
\theta_2 = \tan^{-1} \frac{R}{D - d} \tag{7}
\]

Replacing \( D \) in Eq. 7 with Eq. 6, we get:

\[
d = \frac{R}{\tan \theta_2} \left( 1 - \frac{\tan \theta_2}{\tan \theta_1} \right) \tag{8}
\]

since the time interval for this distance \( d \) is half a second, the speed of the capsule can be calculated by:

\[
v = \frac{1}{2} \sum_{i=0}^{N} d_i = \frac{2}{N} \sum_{i=0}^{N} \frac{R}{\tan \theta_2} \left( 1 - \frac{\tan \theta_2}{\tan \theta_1} \right) \tag{9}
\]

where \( N \) equals to the total number of all detected FPs. To reemphasize, the unrolling process facilitates the deriving of \( \theta_1 \) and \( \theta_2 \) in Eq. 5 and therefore facilitates the deduction of \( v \). Similarly, if the capsule moves backward, the speed can be calculated in the same manner as well.

#### 2.2.2 Estimation on direction of moving

Another important aspect for motion tracking is estimating the direction of moving of the capsule. If we define the world coordinate as \((X, Y, Z)\) and capsule’s coordinate as \((X', Y', Z')\). The moving direction of the capsule is given by a norm vector \((n_x, n_y, n_z)^T\) in the world coordinate. After the capsule rotated with angle \( \alpha \) around its \( X' \) axis (pitch), angle \( \beta \) around its \( Y' \) axis (yaw) and angle \( \gamma \) around its \( Z' \) axis (roll), the new direction of the capsule \((n'_x, n'_y, n'_z)^T\) can be calculated by:

\[
\begin{bmatrix} n'_x \\ n'_y \\ n'_z \end{bmatrix} = R \cdot \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} \tag{10}
\]

where \( R \) is an accumulative rotation matrix which relates the camera’s coordinate system \((X', Y', Z')\) to the world coordinate system \((X, Y, Z)\). If we assume the the camera’s coordinate system was initially aligned with the world coordinate system with it’s focal axis pointed to the \( Z \) axis, then, the initial value of \( R \) equals to a 3 \times 3 identical matrix. As the capsule moves away from the original position, \( R \) is updated at each time step by:

\[
R = R_i \cdot R_{i-1}^{-1} \tag{11}
\]

where \( R_i \) is an direction updating rotation matrix that has a following expression:

\[
R_i = \begin{bmatrix}
\cos \alpha \cos \beta & \cos \alpha \sin \beta \cos \gamma - \sin \alpha \sin \gamma & \cos \alpha \sin \beta \sin \gamma + \cos \alpha \sin \gamma \\
\cos \beta & \cos \gamma & -\sin \beta \\
\sin \alpha \cos \beta & \sin \alpha \sin \beta \cos \gamma + \cos \alpha \sin \gamma & \sin \alpha \sin \beta \sin \gamma - \cos \alpha \cos \gamma 
\end{bmatrix} \tag{12}
\]

where \( \alpha, \beta \) and \( \gamma \) are the pitch, yaw and roll angles about the capsule’s \( X', \ Y' \) and \( Z' \) axes respectively during the elapsed time interval. Again, these angles can be obtained without complicated computation in the unrolled image domain.

- pitch (\( \alpha \)) and yaw (\( \beta \)) estimation
3. INTEGRATION OF MOTION TRACKING FROM IMAGES WITH RF SIGNAL

In this section, we talk about how to use a Kalman filter to fuse the data from both sensors to improve the reliability and accuracy for determining the position of a video capsule inside the human body.

Given the motion parameters derived from the last section, the priori motion state \( \hat{m}_{t-1} \) at time step \( t \) (without any knowledge of RF measurement) is given by:

\[
\hat{m}_{t-1} = A_{t-1} \cdot \hat{m}_{t-1} + \omega_{t-1}
\]  

where \( A \) is a 6 \times 6 transition matrix that relates the previous motion state at time \( t-1 \) to the current motion state at time \( t \). If we plug in all the parameters, Eq. 16 can be rewritten as:
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where \( v \) is the transition speed of the capsule derived from

The calculation of roll angle \( \gamma \) is even easier in the unrolled image domain by measuring the horizontal displacements of FPs on the \( x' \) axis (as shown in Fig. 5 (b)):

\[
\gamma = \frac{1}{N} \sum_{i=0}^{N} \frac{\Delta x'}{L} 2\pi
\]  

where \( \Delta x' \) denotes the horizontal displacement of a FP in the unrolled domain. \( L \) is the length of the unrolled image.
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where $\nu_t$ is a measurement-obtained noise term. Similar to $\omega_t$, $\nu_t$ also followed a normal distribution with covariance equal to $R$. $H$ is a $3 \times 6$ matrix which relates the RF localization to the priori motion state at time $t$.

$$H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}$$

The actual RF localization results are obtained using a least square algorithm introduced in [6]. Once the actual RF localization result $z_t$ is available, we can use the priori motion estimate $\hat{m}_t$ and a weighted difference between the actual RF measurement $z_t$ and the predicted RF measurement $\hat{z}_t$ to correct the localization results.

$$\hat{m}_t = \hat{m}_t + K_t (z_t - \hat{z}_t)$$

where $\hat{m}_t$ is defined as a posteriori motion state estimate given the RF measurement $z_t$. The $3 \times 6$ matrix $K_t$ in Eq. 20 is called Kalman gain. If we define the priori estimate errors covariance as $P_t = E[(m_t - \hat{m}_t)(m_t - \hat{m}_t)^T]$ and a posteriori estimate errors covariance as $\hat{P}_t = E[(m_t - \hat{m}_t)(m_t - \hat{m}_t)^T]$, the Kalman Gain can be expressed as:

$$K_t = P_t H^T (H P_t H^T + R)^{-1}$$

The Kalman Gain control the weighs of both sensors on the final position estimation: if RF measurement noise is low, then the final estimation is more dependent on the RF measurement. Otherwise, the final estimation is more dependent on the motion model.

4. RESULTS AND DISCUSSION

One of the major difficulties of implementing any capsule localization algorithm when it comes inside the human body is validation. That’s because we have limited control of the capsule after it is swallowed by the patient so we could not verify the performance of the algorithms [2, 18]. Besides, carrying out experiments on the real human embies is extremely costly and restricted by law. Thus, the only way to test our localization algorithm is to build up an emulation test bed. To create a similar scenario, we generated a cylindrical tube with the same size and shape in a virtual 3D space. As illustrated on the top of Fig. 6 (c), the virtual test bed shared the same topology with the real small intestine which is intertwined back and forth. To make the interior of the test bed look more realistic, we extracted color and texture from the real endoscopic images and mapped it onto the interior surface of the tube. The transition of the capsule was emulated by moving a virtual camera view point along the cylindrical tube. In this way, the movement of the camera can be fully controlled and the performance of the motion tracking algorithm can be validated. Also, to create a similar illumination effect of the real endoscopic image shown in Fig. 6 (d), we placed a Phong light source behind the camera view point to emulate the LED light around the camera. Similar emulation set up can be found in [18, 19].

The results of motion tracking using images, RF localization and the proposed hybrid localization are given in Fig. 7. It can be seen from Fig. 7 (a) that the results of RF localization (represented in green triangles) are scattered all around the small intestine with relative large error. This is because the RF channel suffers shadow fading and non-homogeneity of the body tissues. However, the good part of RF localization is its independent characteristics. Each measurement is an isolated procedure which cannot be affected by the previous measurements. Therefore, the localization error would not accumulate as the capsule moves along (shown in Fig. 7(b)).

The result of the camera motion tracking algorithm is shown in gray line in Fig. 7. It shows that when using this algorithm alone, the estimated positions are continuous and the overall trend of the trajectory matches the ground truth path (shown in red line in Fig. 7 (a)) of the small intestine. However, as the capsule moves along, the localization error increases. It can be seen in Fig. 7 (b), after about 15 steps, the localization errors reaches to almost the same level of RF localization algorithm and it keeps increasing until explode. That’s because the camera motion tracking is not an independent procedure, each estimated position is dependent on the previous estimations, thus, the error accumulated. As the capsule moves further away from the beginning point, the trajectory begins to drift away from the correct path.
Nevertheless, the transformation between every consecutive step is accurate, thus, when using this algorithm, the overall trend of the movement is still reliable, and it can provide continuous estimation of the capsule’s movement.

Finally we evaluated the performance of our proposed hybrid localization algorithm. The results are shown in purple line in Fig. 7 (a). It shows that the localization results of hybrid localization are continuous and match the ground truth path of the small intestine very well. From Fig. 7 (b) we can see that, compared with the previous two algorithms, the localization error of hybrid localization stays stable at a very low level and the error would not increase as the capsule moves along. The Cumulative error distribution function (CDF) of three localization algorithms are shown in Fig. 8.

5. CONCLUSION

In this paper, we presented a hybrid localization technique that utilizes camera motion tracking algorithm to aid the existing RF localization infrastructure for the WCE application. The performance of the proposed method is validated under a virtual emulation environment. The major contribution of this work is that we demonstrated the potential of using video source to aid the RF localization of the WCE. The proposed motion tracking technique is purely based on the image sequence that captured by the video camera which is already equipped on the capsule, thus, no extra components such as Inertial measurement units (IMUs) or magnetic coils are needed. Experimental results show that by combining the motion information with RF measurements, the proposed hybrid localization algorithm is able to provide accurate, smooth and continuous localization results. In the future, we will focus on refining this algorithm according to the clinical data and testing this algorithm with real human subjects.
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